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Meta-model including all affixes

› Additional predictor: type of prosodic integration

› Additional covariate: number of timing slots

› N = 7441

< .001= .271= .411= .545 = .003 < .001
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› This does not support the predictions of pword integration.

Meta-model including all affixes

› Additional predictor: type of prosodic integration

› Additional covariate: number of timing slots

› N = 7441

< .001= .271= .411= .545 = .003 < .001
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› Some results are in line with Caselli et al. 2016:

› All three frequency measures can independently predict duration.

› This is evidence for both types of storage in the mental lexicon, as well as 
for segmentability effects.
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In sum, we have a mixed picture.

› Some results are in line with Caselli et al. 2016:

› All three frequency measures can independently predict duration.

› This is evidence for both types of storage in the mental lexicon, as well as 
for segmentability effects.

› However, there are also null effects, which require explanation.

› So far, we cannot attribute the differences to:

› the domain of durational measurement (word, affix, base)

› the type of affix (prefix, suffix)

› the prosodic category (pword, clitic group, integrating).
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› models that prohibit post-lexical access of morphological information (e.g. 
Kiparsky 1982, Levelt et al. 1999, Bermúdez-Otero 2018) might have to be 
revised.
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Our findings imply that …

› morphological structure can at least partly influence the phonetic output.

› models that prohibit post-lexical access of morphological information (e.g. 
Kiparsky 1982, Levelt et al. 1999, Bermúdez-Otero 2018) might have to be 
revised.

› we need to investigate further factors that might cause frequency effects to 
surface or to not surface.

Kiparsky 1982, Levelt et al. 1999, Bermúdez-Otero 2018
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p < .001 expected direction
p < .001 unexpected direction

Are the differences related to … the type of affix? 

the affix length? 

the segmentation? 

prosodic structure? 

affix informativity?

duration word affix base word affix base word affix base

affix -ness -ize -ation

word frequency

base frequency

relative frequency
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› clearness of semantic meaning

› type of base: free vs. bound root

› semantic transparency

› productivity
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H: The higher the semantic information 
load, the longer the duration.



Informativity

Appendix

107

Measured in two ways:

Semantic information load score

5-point Likert scales coded for:

› clearness of semantic meaning

› type of base: free vs. bound root

› semantic transparency

› productivity

Conditional affix probability Caff

Affix-specific semantic
segmentability hierarchy

H: The higher the semantic information 
load, the longer the duration.
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Semantic information load score

5-point Likert scales coded for:

› clearness of semantic meaning

› type of base: free vs. bound root

› semantic transparency

› productivity

Conditional affix probability Caff

Affix probability given preceding word:

SUFFIX EXAMPLE PREFIX EXAMPLE

A B A B C

random ize her pre- …

Affix-specific semantic
segmentability hierarchy

H: The higher the semantic information 
load, the longer the duration.
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Measured in two ways:

Semantic information load score

5-point Likert scales coded for:

› clearness of semantic meaning

› type of base: free vs. bound root

› semantic transparency

› productivity

Conditional affix probability Caff

Affix probability given preceding word:

SUFFIX EXAMPLE PREFIX EXAMPLE

A B A B C

random ize her pre- …

Affix-specific semantic
segmentability hierarchy

H: The higher the semantic information 
load, the longer the duration.

𝐶𝑎𝑓𝑓 =
𝐹𝑟𝑒𝑞(𝐴𝐵)

𝐹𝑟𝑒𝑞(𝐴)

H: The higher the conditional affix 
probability, the shorter the duration.
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› This does not support the predictions of semantic information load.

Meta-model including all affixes

› Additional predictor: semantic information load score

› Additional covariate: number of timing slots

› N = 7441
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affix informativity? 
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In sum, we have a mixed picture.

› Some results are in line with Caselli et al. 2016:

› All three frequency measures can independently predict duration.

› This is evidence for both types of storage in the mental lexicon, as well as 
for segmentability effects.

› However, there are also null effects, which require explanation.

› So far, we cannot attribute the differences to:

› the domain of durational measurement (word, affix, base)

› the type of affix (prefix, suffix)

› the prosodic category (pword, clitic group, integrating)
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In sum, we have a mixed picture.

› Some results are in line with Caselli et al. 2016:

› All three frequency measures can independently predict duration.

› This is evidence for both types of storage in the mental lexicon, as well as 
for segmentability effects.

› However, there are also null effects, which require explanation.

› So far, we cannot attribute the differences to:

› the domain of durational measurement (word, affix, base)

› the type of affix (prefix, suffix)

› the prosodic category (pword, clitic group, integrating)

› the informativity of the affix (information load, probability).
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The prosodic hierarchy

Hildebrandt 2015, Raffelsiefen 1999, 2007

Phonological utterance

Intonation phrase

Phonological phrase

Prosodic word

Foot

Syllable

U

IP

φ

ω

Σ

σ
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The prosodic hierarchy Some pword-diagnostics

› onset or coda conditions, LOI-violations

› ambisyllabicity

› stress and relative prominence

› trisyllabic laxing, vowel reduction

› minimal word requirements

› compositionality, type of base

Hildebrandt 2015, Raffelsiefen 1999, 2007
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The prosodic hierarchy Some pword-diagnostics

› onset or coda conditions, LOI-violations

› ambisyllabicity

› stress and relative prominence

› trisyllabic laxing, vowel reduction

› minimal word requirements

› compositionality, type of base

Morpho-prosodic alignment

› A morpheme cannot include multiple 
pwords, but a pword can include multiple 
morphemes.

Hildebrandt 2015, Raffelsiefen 1999, 2007

Phonological utterance

Intonation phrase
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Prosodic word
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